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This is math 164 — Optimization taught by Professor Li. We meet weekly on MWF
from 3:00 pm to 3:50 pm for lecture. The main textbook used for the class is An
Introduction to Optimization 4 by Chong and Zak. Other course notes can be found
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§1 ‘ Lec 1: Mar 29, 2021

§1.1 Introduction
Question 1.1. Why Optimization?
e Find the fastest route from A to B.

e Possible constraints: avoid tolls?
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Question 1.2. So what is optimization?

e Optimization is an important tool in decision science and in the analysis of artificial
or physical systems.

e An optimization problem involves

— An objective, which is a scalar, quantitative measure of the performance of the
system under study.

— examples of objectives include profit, time, energy, error, loss, cost, etc.

— The objective depends on certain characteristics of the system, called variables
or unknowns or parameters.

— Often the variables are restricted, or constrained in some way.

— The goal of solving an optimization problem is to find values of the variables
that satisfy the constraints and optimize/minimize/maximize the objective.

In general, an optimization problem can be summarized as

Optimized Objective(Variables) Subject to Constraints on variables

Applying the optimization framework to solve problems involves three steps:
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1. Modeling: identifying objective, variables, and constraints for a given problem.

2. Solving: employing an optimization algorithm to find solutions, usually with the help

of a computer.

3. Analyzing: recognizing whether the problem has been successfully solved using

optimality conditions.

Mathematically speaking, optimization is the minimization or maximization of a (scalar
valued) function subject to constraints on its variables.

We use the following notation

e 1 is a vector of variables/unknowns/parameters.

e f(x) is the objective function, a scalar function of x that we want to maximize or

minimize.

e (;(r) are constraint functions, which are scalar functions of z that define certain

equations or inequalities that the unknown vector x must satisfy.

Using this notation, the optimization problem is

minimize f(z) with x € R" subject to
~—~—~ ~——

objective variables

ci(z) >0, i€

~~

inequality

The set of variables that satisfies all constraints, i.e.,

Q={zeR":¢(x)=0,i€&, ci(x) >0,i€el}

is called the feasible region/set. So the optimization can also be written in an abstract

manner as

minimize f(x) with x € R" subject to

z e
S~

feasible/constraint set

§1.2 Some Examples
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Example 1.1
Consider the problem

minimize (z1 — 2)? + (22 — 1)? subject to
a:% —22<0
T1+ w2 <2

We identify

e the optimization variable x = [il}
2

e the objective(cost) function f(z) = (z1 — 2)2 + (23 — 1)?

l’g—l’%

e the constraint c¢(x) = [Cl(w)] = {2 Y
—T1 — X2

ca(w)

},I:{I,Q},Szﬂ).

A lot of times we stack all equality constraints and/or inequality constraints into vector
functions and write, e.g., ¢(z) > 0 meaning element-wise equality or inequality.

X2
¢ g
a N S _contours of f
feasible o
region

;X
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Example 1.2 (Linear Regression)

Given a set of feature vectors a; € R™ and outcomes y;, ¢ = 1,..., N, find weights x
a; =Y.

that predict the outcome accuracy z7

0.7

0.6

05

04

0.3

02

0.1

0 0.1 0.2 03 04 05 06 0.7 08 09 1

We can find the optimal x by solving the least squares problem.

a 2
Ir;in Z (yZ — mTai)
i=1
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Example 1.3

The Netflix prize: predict how a user will rate a movie.

17,770

v o .

o e
o

© -0 oA

!11?1?

| 2 |

e Some pattern exists: users do not assign ratings completely at random — if you
like Godfather I, you’ll probably like Godfather II.

e We have lots and lots of data: we know how a user has rated other movies, and
we know how other users have rated this (and other) movies.

e Let y;; denote the rate of user 7 for movie j.

e The Netflix price concerns finding a low-rank matrix X such that z;; = y;; for
observed (i, j), related to the following optimization problem

n}}n(minimize) Z (zij — yi;)? subject to rank(X) < r
observed(z,5)

or an alternative way is to

n}}n rank(X) s.t. ;; = y;; observed(i, j)

§1.3 Classification of Optimizations

minimize f(x)
subject to ¢;(z) =0,i € &
ci(xr) >0,ieZ
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Unconstrained Optimization: £ =Z = ().

— Many practical problems are unconstrained or the constraints can be safely
discarded.

— Unconstrained problems arise also as reformulation of constrained ones by
replacing the constraints with penalization.

Contrained Optimization: when constraints are essential for the problem.

Linear Programming: when the objective function and all the constraints are linear
function of x.

— widely used in management, financial, and economic applications.

Nonlinear Programming: at least some of the constraints or the objective are nonlinear
functions.

— tend to arise naturally in physical sciences, engineering, signal processing, and
machine learning.

— become more widely used in management and economic sciences as well.

Global Optimization: aim at fining the global optimal solution, which is generally
very challenging.

Local Optimization: focuses instead on the computation and characterization of local
solutions.

Convex Optimization: the objective function is convex, the equality constraint func-
tions are linear, and the inequality constraint functions are concave.

10
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§2.1 An Overview of Linear Algebra

Vector Spaces:
In “linear algebra”, we denote a vector as a list of numbers,

I

T2
Z=1| .| €eR*or C"

Tn
The general definition of a vector space is as follows.

e A vector space S is composed of a set of elements (called “vectors”) and members of
a field R (called scalars).

— Roughly, vectors are objects that can be added together and multiplied by
numbers (namely, the scalars).

— A field is a set of numbers for which addition and multiplication are will defined.
We will typically use R=R or R =C.
e In a vector space, there must be two rules defined for combining vectors and scalars.
— The first operation is vector addition, which associates with any two vectors
Z,y € S the sum ¥ + ¢ which also must belong to S.

— The second operation is scalar multiplication, which associates with any vector
Z € S and any scalar a € R the scalar multiple of & by a, denoted by aX or a - Z,
which must belong to S.

e The vector addition operation must obey four rules:

1. Commutativity: ¥+ § =¥+ X V¥, € S.

2. Associativity: T+ (§+2) = (¥4 9) + ZVZ, 9,7 € S.

3. There is a unique “zero vector” 0 € S such that 7+ 0 = Z VZ € S.
4. For each @ € S, there is a vector —% € S such that Z 4 (—&) = 0.

e The scalar multiplication operation must also obey four rules:

1. Distributivity: a (¥ 4+ ¢) = af+ay and (a+b)¥ = aZ+bZ VZ,j € S and a,b € R.
2. Associativity: (ab)Z = a(bZ) VZ € S and a,b € R.
3. For the multiplicative identity of R (denoted by the scalar 1 € R), we have
1-Z2=7€b.
4. For the additive identity of R (denoted by the scalar 0 € R), we have 0-Z =0 € S.
Linear Subspaces:

The concept of a linear subspace is useful for modeling, approximating signals, discussing
the concept of bases,etc.

11
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Definition 2.1 (Linear Subspace) — A nonempty subset T" of a vector space S is called
a subspace (or linear subspace) of S if

aZ +byeT

for all Z, 4 € T and all a,b € R.

Notes:
e Any linear subspace T' must contain 0.
e Any vector space S is a linear subspace (of itself).

e Any linear subspace 1" meets all the properties of a vector space.

Example 2.2
Are either of these a subspace of S = R?

To T2

&1 &

Left: No! Right: Yes!

Example 2.3
Which of the following are subspaces?

1. S=R5 andT:{:Z’GR5: x4:0}ers!

2. S=R%>and T = {:T:' ERS: x4 = 1} — No, add any two vectors in T and the sum
will not belong to T'.

3. S =R5 and T is the set of vectors in R® with no more than 3 nonzero entries —
No, can add certain vectors in 1" to get up to 5 nonzero elements.

Linear Combinations:
Linear combinations are used to build new vectors a weighted sum of other vec-
tors.

12
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Definition 2.4 (Linear Combination) — Let M = {v1,v3,...,9,} be a collection of
vectors in a vector space S. (we will stick with finite collections at the moment).
A linear combination of vectors in M is a sum of the form

a1Vl + agVy + ... + an,vy,

for some a1, as,...,a, € R. Since S is a vector space, this sum must belong to S.

J

Mentally, you might find it useful to replace “linear combination” with “weighted sum”,
although this is not standard terminology.

Definition 2.5 (Span) — Let M = {vi,...,U,} be a finite collection of vectors in a
vector space S. The span of M, denoted by span(M) or span {vi,...,v,}, is the set
\of all linear combinations of vectors in M.

J

Example 2.6
1 0
Consider the vectors vi = |1| and v3 = |1|. What is span {01, v3}?
0 0
T3
A

v

L2

I

The entire (x1, x2)-plane.

When we are in R™ for some finite n, it is common to use matrix-vector notation as
shorthand for linear combinations:

e Suppose T =c1p1 + ...+ cppi

e Then we may define the n x k matrix

A=[p 13 ... Di

13
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and the k x 1 vector

and this allows us to write the n x 1 vector ¥ as ¥ = AcC.

Definition 2.7 (Linear Dependence) — A finite set of vectors vi,...,v; in a vector
space S is said to be linearly dependent if there exists scalars ay,...,a, € R, not all
equal to zero, such that

a0 + ... +apvn, =0

Definition 2.8 (Linear Independence) — A finite set of vectors v1, ..., v, in a vector
space S is said to be linearly independent if

a1l + ... +apv;, =0

only when all a; = 0.

J

Every vector in the span of a linearly independent set of vectors has a unique expansion in
terms of those vectors. This is formalized in the following lemma.

Lemma 2.9 h
Suppose 01, ..., U, are linearly indep. and suppose
a1l + ...+ apv, = byvl + ... + by,
for some scalars aq,...,a, € R and by1,...,b, € R. Then a = b, for k=1,2,...,n. )
Proof. Note that Y ;_; (ap — bg) U = 0. Since @1, ..., v, are linearly indep., it must follow
that ap — by =0forall k =1,2,...,n. ]

Bases and Dimension:
Now that we know how to combine vectors (via linear combinations), let’s think about
important sets of vectors we’d be interested in combining.

Definition 2.10 (Basis) — A finite set of vectors v1,...,v;, in a vector space S is said
to form a basis for §' if the following two conditions are satisfied:

1. v1,...,v, are linearly independent.

2. span{vi,...,v,} = S.

14
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A vector space wit a finite basis, as in the above definition, is said to be finite-dimensional.
Any two bases for a finite-dimensional vector space contain the same number of elements.
This leads to a meaningful definition of dimension.

Definition 2.11 (Dimension) — e For a vector space S that can be spanned using
a finite set of basis vectors, the dimension of S is the number of vectors required
in any basis for S.

e For a vector space S that cannot be spanned using a finite set of basis vectors,
the dimension of S is said to be infinite. )

.

Example 2.12 (Bases for S =R"™) e The standard, or canonical, basis for R" is

given by:
1 0 0
Lo . 0 1 0
{Ul,UQ,...,Un}: 3 N BS EEEEY)
0 0 1

e Any set of n linearly indep. vectors in R™ forms a basis for R™.

15
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§3.1 Lec 2 (Cont’d)

Normed Linear Spaces:

A norm is a function used to measure the size of vectors in a vector space.

Definition 3.1 (Norm) — A norm || - || on a vector space S is a mapping || - || : S — R\
with the following properties:

1. |Z]]| >0 forall Z€ S, and ||Z]| =0 < & =0.

2. Triangle inequality: [|Z + || < ||Z]| + ||¢/]| for all Z, 5 € S.

3. |laZ|| = |a| - ||Z|| for any @ € R and ¥ € S.

- J

Definition 3.2 (Normed Linear Space) — A normed linear space is a vector space S
together with a valid norm || - || : S — R.

The [, metrics for vectors in R" extend naturally to [, norms for these same spaces:
e [y norm: ||Z||; = > 1 |z

e I3 (“Euclidean”) norm:

BN
D
I

Yo
[~]=

B

o
N~

SIS

l, norm for 1 < p < oo:

B =

n
1Z]lp = (Z vai!p>
1=1

[Z]loo = max ]
i=1,...,n

e [, norm:

e Bonus — [y norm (not really a norm — not satisfied the definition of a norm)

|Z]|0 = # of nonzeros in &

16
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Example 3.3

The “unit ball” in a normed linear space is the set of all vectors in S having norm less
than or equal to 1. Suppose S = R? and draw the l, balls for p = 1,2, c0.

T2 L2 L2
A A A

p=1 p=2 p=c

o p=1: ||Z]|1 = |x1| + |z2] < 1 — diamond.
o p=2: ||&]2 = 2?2 + 23 <1 - circle.

o p=00: ||Z]|c = max{|z1],|x2|} — square.

Inner Product Spaces:

An inner product is a function used to compare two vectors in a vector space. The
concept of an inner product will give us additional geometric structure beyond what is
available in general normed linear spaces. In particular, using an inner product we can
define a meaningful measure of the angle between two vectors, discuss orthonormal bases
and orthogonal projections, etc.

Definition 3.4 (Inner Product) — An inner product (-,-) on a vector space S is a
mapping (-,-) : S X S — R with the following properties:

1. (Z,9) = (y,2)* for all Z,5 € S.

2. For any Z,y,Z € S and any a,b € R, (aZ + by, 2) = a(Z, 2) + b(y, 2).

3. For any Z € S, (Z,Z) is real-valued and non-negative, and (#, ) = 0 iff # = 0.

J
Definition 3.5 (Inner Product Space) — An inner product space is a vector space S
together with a valid inner product (-,-) : S x S — R.
Definition 3.6 (Orthogonality) — Two vectors & and # in an inner product space S

are said to be orthogonal if (Z, %) = 0.

17
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Example 3.7
When S = R, the standard inner product between two vectors &,y € S is given by

n
(&)=Y =7 &
=1

The standard inner product on R" is also known as the dot product.
S=C": (&) =y"z =" | x;yf where H denotes conjugate transpose/hermitian.

Before we get to the connection between inner product and angles, it is worth noting that
inner products can actually be used to measure the length of vectors (and thus distances
between vectors as well).

In particular, any valid inner product induces a valid norm by

2]l = V{Z,Z)

Example 3.8

When S = R", the standard inner product induces the following norm:

We can recognize this as the [y norm.

Other [, norm (for p # 2)cannot be induced by inner products. Because every valid inner
product induces a valid norm, every inner product space is also a normed linear space. But,
not every normed linear space is also an inner product space:

inner product normed
spaces spaces

vector
spaces

Recall the definition of a basis in a generic, finite-dimensional vector space. In inner
product spaces, a particularly useful class of bases are orthogonal bases.

18
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Definition 3.9 (Orthogonal Basis) — A finite sets of non-zero vectors i, ..., v, in an
inner product space S is said to form an orthogonal basis for S if the following two
conditions are satisfied:

1. (vj,0;) = 0 for all k£ # [ (note that this implies the vectors are linearly indep.)

2. span{vi,...,vp} =S5

J
Definition 3.10 (Orthonormal Basis) — An orthogonal basis is called orthonormal
basis or orthobasis if every basis vector vj, has unit norm (i.e., ||} = 1||) according to
the induced norm in the inner product space. )

Example 3.11

Using the standard inner product,

. 1 R 0
] = [O] and vy = [1]

form an orthobasis for R2.

L2

Iy

N
v

19
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Example 3.12 (Rotation of 45 degree from the last example)
Another possible orthobasis in R? is given by

1 1
v‘iz[*{i] andv‘éz[\/il]

V2

V2

L2
A

T

N
v

§3.2 Linear Operators

Operators are transformations that map vectors in some vector space to vectors in some
other (possible different) vector space.

(Definition 3.13 (Linear Operator) — Suppose X and Y are vector spaces. We say the\
operator A : X — Y is a linear operator if

A (Ozlfl =F Ozgfz) = a1 AT + an ATy

for all a1, a0 € R and #1,75 € X.

J

Fact 3.1. If X = R"™ and Y = R™, any linear operator from X to Y can be represented as
multiplication by an m X n matrix.

Therefore, a particularly interesting class of linear operators for us will simply be matrices.

§3.3 Operator Norms

Roughly speaking, operator norms help us talk about the “gain” of a system.

20
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.

/Definition 3.14 (Operator Norm) — Let X and Y be normed linear spaces with
corresponding norms || - || x and | - [y and suppose A : X — Y is linear operator.

operator norm ||A]| is defined as

AZ||y
1Al = sup 1Az
drzex |IZlx

This is equivalent to

[All = sup  [[AZ]ly
TeX, ||Z| x=1

The

21
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84 ‘ Lec 4: Apr 5, 2021

§4.1 Operator Norms (Cont’d)

Any operator norm as defined in the last lecture will satisfy the following properties
1. ||4]| > 0 with equality iff A =0
2. ||aAl| = ||| Al for all « € R

3. ||A+ B| < ||A|| + ||B]| for all linear operators A and B between the vector spaces X
and Y.

e Examining these first three properties, we see that ||A]| is a valid norm on the
vector space of linear operators!

4. [|AZ|ly < |JA|l||Z]|x for all Z € X

e Therefore, the operator norm helps us bound how much an operator can “amplify”
a signal.

5. [|AB| < [[Allll Bl
6. If X =Y and if ||A]| < 1, then we can write

i A= (1-4)"
=0

just as for a scalar a € R with |a| < 1, we can write > 7% a; = 1

Let’s restrict our attention to the special case where X = R™ and Y = R™. For these
choices of X and Y, recall that any linear operator A : X — Y can be represented as
multiplication by an m x n matrix. In such a case, the operator norm || A|| is also called a

matrix norm.
When X and Y are both equipped with the , norm for p € [1, 0c], we can write

|Allp = sup [|AZ]|,
FeX, |7llp=1

We can relate || A, to certain properties of the matrix A:

e In the case p = oo, letting y = AZ, we have

Y1
Y2
[Alloc = sup || AT [oc = sup .
1£]| co=1 7 1]l co=1
Ym ] |l o

Note that |y;| = ‘Z?:l aijxj‘. Overall # with ||Z||cc = 1, the largest |y;| for a given
i =1,2,...,m is achieved by taking x; = sign(a;;) for j = 1,2,...,n, and for this
choice of ¢ and Z, we will have

n
lyi| = Z |a;j| = absolute sum of row i of A
j=1
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Thus,

n
|Allooc = max Z |a;j| = maximum absolute row sum of A
m

i=1,2,...,m 4
J=1

e Similarly, in the case p = 1, we have

m
|AllL = max = Z la;j| = maximum absolute column sum of A
3=1,2,...y ;
1=1

e When p = 2, ||A||2 is also referred to as the spectral norm of A. We can understand
||Al|2 geometrically: the operator A maps the Iy unit ball in R™ to an ellipsoid in R™.

The length of the major axis of the ellipsoid is equal to || All2. We can also write

[All2 = \/ )‘maX(ATA) = Omax(4)

where Apax denotes the largest eigenvalue of a matrix and oy, denotes the largest
singular value of a matrix. If the matrix A happens to be symmetric (i.e. if A= AT)
then we can also write

4]z = max|A;(4)]

There is also a special type of “matrix norm” that does not actually follow the definition of
an operator norm,

A= sup  [AZ]y
FEX, 7]l x=1

In particular, the Frobenius form of a matrix A is defined to be

i i |a;j|> = y/trace(AH A)

i=1 j=1

[AllF =

1
Note that Frobenius form ||A|| is not an operator norm, because A = [0 (1)] .

IAllp =v2>1= sup |Az]y = |zx =1

=]l x=1

|AlF =VI+1=V2

1 1
p— ?
How about A {2 O] 7

|Allp =vVI+1+4+0=+6
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§4.2 Inverse Operator

Definition 4.1 (Invertibility) — A linear operator A : X — Y between two vector
spaces X and Y is said to be invertible if there exists an operator A= : Y — X s.t.

o AA7' =1 ie., AA 'j=jjforall j€ Y and

e ATMA=1 ie, A 'AT =F forall ¥ € X.

In such a case, A~! is referred to as the inverse of A.

Lemma 4.2

If A is an invertible linear operator, A~! is itself a linear operator.

Invertibility is a topic of interest when we want to find an exact solution to a linear equation.
Let us again restrict our attention to the special case where X = R"™ and Y = R™. For
these choices of X and Y, recall that any linear operator A : X — Y can be represented as
multiplication by an m x n matrix.

Fact 4.1. An m x n matrix A cannot be invertible unless it is square.

Not all square matrices are invertible. An invertible matrix is also known as the
nonsingular matrix.

Proposition 4.3 A
If A is a square matrix, the following statements are all equivalent
e A is invertible
e A is nonsingular
e det(A) #0
¢ Ai=0 < ¥=0
e The rows of A are linearly indep.
e The columns of A are linearly indep.
o dim(N(A)) =0, e, N = {6}
o dim(R(A)) = n.
o A is full rank
e All eigenvalues of A are nonzero
e The matrix A" A is positive definite.
\ e AT is invertible. )
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§4.3 Adjoint Operators

(Definition 4.4 (Adjoint of an Operator) — Let A: X — Y be a bounded (||4| < oo)\

linear operator between two inner product spaces X and Y. The adjoint of A, denoted
A* .Y — X is the unique operator such that

(AZ, 9y = (£, A% x

forallZ € X and y € Y.
- J

Definition 4.5 (Self-Adjoint Operator) — An operator A : X — X is said to be
self-adjoint if A = A*.

An illustration:

same value

Lemma 4.6

If A is bounded linear operator with adjoint A* then A* is itself a bounded linear
operator, and

1A} = Al

Lemma 4.7
If A is bounded linear operator with adjoint A* then (A*)* = A

Lemma 4.8
If A is an invertible bounded linear operator with adjoint A* and bounded inverse
A1 then

(A—l)* — (A*)—l
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In the special case where X = R™ and Y = R™, recall that any linear operator A : X — Y
can be represented as multiplication by an m x n matrix.

Question 4.1. What is the adjoint of a matrix?

Using the standard inner product on X and Y, the adjoint of A is the unique operator
S.t.
g AT = (AT, ) = (&, A*g) = g (A z

for all Z and 3. This requires that A = (A*) which is satisfied by taking
AF = AH

Therefore, the adjoint of a matrix is simply its conjugate transpose (not its inverse). Self-
adjoint matrices satisfy A = A”. These are also known as symmetric (if real), conjugate
symmetric or Hermitian (if complex).

(Theorem 4.9 A

Let A be a real-valued m x n matrix. For a fixed ¥ € R™, the vector ¥ € R™ is a
minimizer of || — AZl|js <=
ATAZ=ATy

If AT A is invertible, then the unique minimizer of ||if — AZ||5 is given by

T=(ATA) ATy

The same theorem holds if A, Z and ¢ are all complex-valued.
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§5.1 Fundamental Subspaces of Linear Operators

Definition 5.1 (Range) — Let A: X — Y be a linear operator between two vector
spaces X and Y. The range or range space of A, denoted by R(A), is defined to be

R(A) ={yeY: A¥ = g for some ¥ € X}

The range space is a linear subspace of Y.

J
Definition 5.2 (Nullspace) — Let A: X — Y a linear operator between two vector
spaces X and Y. The nullspace of A, denoted by N (A), is defined to be
N(A) = {fe X: AZ = 6}
The nullspace is a linear subspace of X. )

Again, we consider the case where X = R"™ and Y = R™ (or where X = C" and Y = C™)
and A : X — Y can be represented as multiplication by an m x n matrix.
When A is a matrix, R(A) is just the span of the columns of A:

R(A) = colspan(A)

For any m x n matrix A,
rank(A) < min{m,n}

We say that A is full rank if rank(A) = min {m, n}, otherwise we call it rank deficient.
We can related the rank of A to the dimensions of the four fundamental subspaces of A:

e dim(R(A)) = dim (colspan(A)) = rank(A)
o dim(N(4)) =
e dim (R(A*)) = dim (rowspan(A)) = rank(A)

—rank(A)

(
e dim (NV(A*)) = m — rank(A)
e dim (R(A)) + dim (N (A)) = n = # columns of A.
For two matrices A and B, we have
e rank(AB) < min {rank(A), rank(B)}

e rank(A + B) < rank(A) + rank(B)
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§5.2 Projection Operators

Definition 5.3 (Projection Operator) — A linear operator P : X — X from a vector
space X into itself is called a projection or a projection operator if

pP2—-p

\i.e., P(P(%)) = P(Z) for all ¥ € X.

For P? = P, P is called idempotent operator.

Definition 5.4 (Orthgonal Projection Operator) — A projection operator P in an
inner product space X is called an orthogonal projection or an orthogonal projection
operator if

R(P) L N(P)

Le., if (Z,4) =0 for all Z € R(P) and y € N(P).
- J

‘We notice

¥r= P¥ +(I—-P)%¢
~N
ER(P) eN(P)

If P is an orthogonal projection operator,

(PZ, (I — P)@) =0

~

Lemma 5.5

A bounded linear operator P : X — X on an inner product space X is an orthogonal
projection iff

1. P2=P and

\_ 2. P=P* y

(Theorem 5.6 A

Suppose S is an inner product space and suppose 7T is a linear subspace of S. For a
given vector Z € S, there is a unique vector &’ € T such that || — || < ||Z — Z]| for
all Z € T. Furthermore, this minimizer has the property that

-2 LT

Le. (Z—2,y)=0foralyeT.
- J

The minimizing vector &’ is referred to as the orthogonal projection of & onto T'. In other
words, ' = PZ, where P is an orthogonal projection operator with R(P) = T.
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1Z-3'll < I17-3)). v &8eT.

For an n x n matrix P,
e P is a projection if P? = P

e P is orthogonal projection if P2 = P and P = P

Example 5.7
Consider the operator P : R? — R? defined as

T2 il
. 1 0 I X1 .
We can express P as the 2 x 2 matrix P = = Consider:
1 0 [x9 T
e Does P2 = P? Yes!

e Does PT = P? No!

What is R(P)? the line x5 = x;

What is N (P)? zo-axis

Is R(P) L N(P)? Nol!
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Example 5.8
Consider the operator P : R3? — R3 defined as

X I
P T = |xo
I3 0
where
1 0 0
P=10 1 0
0 0O
Consider:

e Does P? = P? Yes!

e Does PT = P? Yes!

e What is R(P)? the plane x; — 2
e What is N (P)? x3-axis

e Is R(P) L N(P)? Yes!

Consider a set of m linearly indep. vectors v1,v3,...,vm € R™ or C". We can construct an
orthogonal projection matrix P onto the subspace T = span {07, 03, ..., v;,} as follows:

1. Construct an n X m matrix

Note that colspan(A) = T.

2. Let o
P=4A (ATA) AT = AAt
Example 5.9
Consider the vectors
1 0
v1 = |0] and v5 = |1
0 0

The orthogonal projection can be constructed as follows

1
P=AA" = A(ATA)IAT = |0
0

o = O
2 e o
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§6.1 Motivating Examples

1 1L
a=[ 1
3 1

For what nonzero vectors Z € S (eigenvectors) and scalar A € C (eigenvalue), do we have
that Az = \x?

e We know that Z and A must satisfy (A — A\I)Z = 0.

Consider a 2 x 2 matrix

e Thus, Z must be in V(A4 — \I).
e Thus, A — Al must have a nontrivial nullspace.

e Thus, A — Al must be singular.
e We can solve for A s.t. det (A — ) =0:

det(A—AI)zdet([lg)\ 1%@):(1—»2—4:0

which equals 0 for A =1.5 or A =0.5
e Now we know the eigenvalues. What are the corresponding eigenvectors?
e For \ = 1.5, we need AT = 1.5Z.
1 4] [a1]  [1524
Lﬁ 1] [asg_ - [1.5932}
which requires 1 = x2. To have unit norm, we can choose

1

V2

but notice that any rescaling of this & is also an eigenvector.

[l
7= \/5]

e For A = 0.5, we need AT = 0.5Z.

- [oe]

This requires 1 = —x2. To have unit norm, we can choose

©o|

but notice that any rescaling of this & is also an eigenvector.
e We say that the eigenvectors of A are
1 1
\{5] and U = [ ‘/51 ]
V2 V2

with the understanding that any rescaling of either one is also an eigenvector.

v =
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§6.2 Eigenvalues and Eigenvectors

Big picture:
e first find the eigenvalues

— Suppose A is an n X n matrix.

— We want to know: for what values of A € C does there exist a non-zero ¥ € C"
s.t.
AT = \T?

— We know that for such a (A, Z) pair to exist, we must have
(A-=XNZ=0

and therefore, ¥ € N'(A — AI).

— For such a non-zero ¥ to exist in the nullspace of A — AI, we need
dim (N(A—=XI)) >0
Since
dim (R(A — AI)) + dim (N (A — X)) = n = # columns of A — A\J

which means we require

dim (R(A — AI)) < n

so A — Al cannot be full rank. We also know this requires
det (A—AI)=0

— Hence, by finding all \ s.t. det (A — A\I) = 0, we get the eigenvalues of A.
e the find the eigenvectors

— Suppose A is an eigenvalue of A, which has size n x n.

— Then every ¥ € N (A — A\I) is considered an eigenvector of A, corresponding to
the eigenvalue .

— Because N (A — ) is a linear subspace of C", we conventionally just specify
enough vectors to span this subspace, i.e., a basis for N(A — \I).

Let’s work through an example.
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Example 6.1
Let
2 0 0
3 1
AT
0 2 3

Solving det(A — A\I) = 0, we want

det(A— AI) = (2 — )) (<2—>\>2—i> —0

which is satisfied if A = 2, 1.
e For A\ =1 (with multiplicity one)

— We want to find all # € C3 s.t.

100%1 0
L 3] |aa| = |0
0 5 3] |3 0

— This requires that 1 = 0 and that % + 3 = 0. We have two linear
equations, which imply that A(A — \I) is a line in C3.

0

. = 1 .
— So we can pick v1 = | 5 | as our first eigenvector.
1

V2
e For \ = 2 (with multiplicity two)

— We want to find Z € C? s.t.

0 0 07 [=n 0
0 —3 1| |z =10
0 5 -3 |=s 0

— This requires that =2 + 3 =0 = 2 = 3. We have one linear equation,

which implies that V(A — AI) is a plane in C3.
— So we can pick two linearly indep. vectors from this nullspace, e.g.,
0 1
Uy = % and U3 = [0
1
7 0

— Thus, for this particular matrix A, we have two distinct eigenvalues but
three linearly indep. eigenvectors.

In the case where the eigenvalues of the matrix are distinct, we have an important re-
sult:
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Theorem 6.2

Eigenvectors corresponding to distinct eigenvalues are linearly independent.

Proof. Left for readers to figure out on your own :) (just kidding, I guess I am just lazy). O

FEigenvectors corresponding to repeated eigenvalues could be linearly indep.

Example 6.3

Consider

1 0 . 1 . 0
A:{O 1]7)\12)\2217012[0}7112:[1]

in which case A — Al has a two-dimensional nullspace.

Example 6.4

Consider:

4 2 L 1
A:|:0 4:|,)\1:/\2:4,U1:’U2:|:0:|

in which case A — AI has a one-dimensional nullspace.
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§7.1 Diagonalization

If an n x n matrix A happens to have n linearly indep. eigenvectors, then it can be written
(or “diagonalized”) as

A=TAT™!
where
e T'is an n X n invertible matrix
e A is an n x n diagonal matrix
Construction:
e Let A\j, Ag,..., A, be the eigenvalues of A (not necessarily distinct)
e Let v1,v3,...,9;, be the corresponding eigenvectors (not necessarily linearly indep.)
e Foralli =1,2,...,n, we know that Av; = \;v;.

e We can stack these n equations in the form of a matrix equation:

Alvi 03 ... Up| = |A\01 AU2 ... ApUn
that is,
A1
A2
A vl U3 Up| = |V1 02 Un
~ Vv >\7’L
T T ~
A
e Because the v1,v9, ..., v, are linearly indep., then T" must be invertible. Then
A=TAT™!

Lemma 7.1 (Eigenvalues of a Hermitian Matrix)

If A= A" then all eigenvalues of A are real-valued (even if A has complex entries).

Proof. Let A be an eigenvalue of A and let & be an eigenvector corresponding to A\. Then
(AZ, Z) = (\Z,Z) = \&, T)
But also,
(&, AZ) = (&, \T) = \"(Z, ©)
Since A = A then (A%, Z) must equal (¥, AT), and so this implies that A = A*. Thus, A
is real. O
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This lemma does not mean that all the eigenvalues must be distinct (only that they must be
real). So what can we say about the eigenvectors? Will they be linearly indep.?

\
Lemma 7.2 (Eigenvectors of a Hermitian Matrix)
If A= AH then there exists a set of n orthonormal eigenvectors i, v3, . . ., Uy, s.t.
Av; = \iv;
foralli=1,2,...,n.
J

This result holds even if there are repeated eigenvalues, but it uses the assumption that
A= A",

Let A be an n x n matrix and suppose A = A, Then choosing an orthonormal set of
eigenvectors vi, v, . .., v, and letting T' = [v1, 03, ..., Up] as before, we have

A=TAT!

However, since the {;} are orthonormal, then T s unitary. Therefore, 7= = TH and so
A=TATH

Note: If A is real, it is possible to choose T real and have A = TATT.

Example 7.3
Let

2 2

3 1
a-ar =t 4]
Then A\; = 2 and A = 1, both of which are real since A = A”. We can derive

1 1
U] = [‘{5] and v5 = [_‘/51

V2

V2

Thus, A = TATH | where

§7.2 Positive Definite Matrices

Let A be an n x n, Hermitian, symmetric matrix. Recall that we say A is postiive definite
if

#TAZ >0, A0
holds for all non-zero & € R™ (or C"). Similarly, we say that A is positive semi-definite if
A7 >0, A=0

holds for all non-zero # € R™ (or C™). Such matrices are called symmetric, positive (semi-) definite.

If A= A" we already know the eigenvalues of A are real. Furthermore, if A is positive
definite, then all eigenvalues of A are positive.
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Proof. Let U be an eigenvector of A and let A be the corresponding eigenvalue. Assume
¥ # 0. Then, because A is positive definite,

77 AT >0
~—~—
AU

Substituting,
FIA0) >0 = MT5>0 = A >0

because ||7|| > 0. Similarly, if A is positive semi-definite, then all eigenvalues of A are
non-negative. O

Positive definite matrices can be used to define variations on the standard Iy inner
product. In particular, suppose A is a symmetric, positive definite matrix. Then

(Z, )4 = yTAZ

defines a valid inner product on C". Consequently,

124 = (7, B)a = VIHAZ

defines a valid induced norm on C™.
Consider the optimization problems

1Z11% LH g =
— 5 = max T AZF

zeCn ||Z||53  zeCn

[[#]|l2=1

and o

Hgi”’;‘ = min #7AZ

zeCn ||Z||5  zeC™

[[#]|l2=1

The maximum value of the first problem is given by Apax(A4) and occurs when Z equals the
corresponding eigenvector of A. Similarly, the minimum value of the second problem is
given by Amin(A) and occurs when & equals the corresponding eigenvector of A.

Proof. Refer to the lecture note. O
Recall the 2-norm (spectral norm) of a matrix A:

|Alla = sup || AZ[|s
zeCm

[[#]l2=1

Note that
|AZ||2 = \/ (AD)" AT = VZHAH AT = || 7| gn 4

For any matrix A, it turns out that A7 A is positive semi-definite. Thus it follows that

[Allz = sup [|Z]ar 4 = 1/ Amax (AT A)

Z|l2=1
Now, consider the special case where A = A™. In this case,
1Z]| a4 = [|7]] a2
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Also, since A = TATH with T unitary, then A% = TA?TH  and so ()\;(A4))? = \;(A42). Thus,
when A = A" we have

1All2 = sup [|Z]| 42 = +/ Amax(A?) = max [A;(A)]

[[#]l2=1

Similarly, it follows that

1
A=
| I min; [A;(A4)]
Notice
1
_ H ~1 _ ppa—1pH (A-1y —
A=TAT" = A =TAN'T" = N(A) A

1 1
A_l = )\1 A_l — =
|47 2 = max [Ai(A™H)] = max (Ai(A)]  min; [A(A)]
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§8.1 Some Properties of Eigenvalues

Let A be an n x n matrix. Then,
o det(4) = [T, A(4)
o trace(4) => 1" Ni(A4)
Rank:
e If A is not full rank, at least one of its eigenvalues must equal 0.

o If A =AM we have seen that we can write A = UAU for some unitary U.
—

TATH
— rank(A) = # nonzero eigenvalues of A.
— Writing U = [u_'l Uy ... u_;], we have
A=UAU"
A1 ull
= [u U, | :
Ao | [l

If A is not full rank, some of the terms in this summation equal 0.

§8.2 Singular Value Decomposition

We’ve seen that a square Hermitian matrix A can be factored as

A=UAUH

where U is orthonormal and A is diagonal.

The SVD allows us to generalize this type of factorization to any matrix, even those that

are not square. Let A be an m X n matrix, with real or complex entries. Then A can be
factored as

A=UxVvH « SVD
where

e U is m x n and orthonormal.
e > is m X n and diagonal.

e VV is n x n and orthonormal.
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Let p = min(m,n). Then m x n diagonal matrix ¥ has the form

o -
o9 0
tfm<n
L0 Ip
or ) )
01
()] 0
iftm>n
0 Op
Terminology: The elements 01,09, ...,0, are known as the singular values of A. For any

matrix A, the singular values are always real and non-negative. Thus, it is customary to
order them as follows:

o12>2022>...20,2>0
The columns of U are known as the left singular vectors. The columns of V' are known as
the right singular vectors.

The SVD an eigenvalue decomposition are closely related. For any m x n matrix A with
SVD given by A = USV# | consider the matrix

AT A = UsvIH (Usv) = veH phy syl = v gy vH = vAvH
=I —32

Let A = 2HY = 2. Then A is an n x n diagonal matrix with the following entries along
the main diagonal
N a7, isp
0, z2>p

Thus, we see that the singular values of A are the square root of the eigenvalues of A7 A,
and the right singular vectors of A are the eigenvectors of A” A. Similar statements can be
made for AAH | since

)H

AAT = (usvH) (usv?) " =vzviveiu! = yssfuf = ys?u? = uau?

Thus, we see that the singular values of A are the square roots of the eigenvalues of AAH
and the left singular vectors of A are the eigenvectors of AAX.
An m x n matrix A can have at most p = min(m, n) nonzero singular values. Suppose that
a matrix A has fewer than p nonzero singular values. In other words, suppose for some
r < p that
o1 >09>...20->0

but that

Op41 =0pg2=...=0p =10

That is, A has only r nonzero singular values. Then, we can write
¥ 0
=-[3 s
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where ¥ is 7 x r and diagonal (with non-zeros on the diagonal, and thus it is invertible),
and Y9 is (m —r) X (n —r) and all zeros.
We can similarly partition
T_
U= [Ul UQ] and V' = |:V2—|—:|
and note that
UyUi=1, WVi=1I, U[Us=0, V' V3=0

This allows us to write the “compact” or “reduced” form of the SVD

¥ 0 } [VIH

A=t U2][0 Do |V

] =5,V

where U; is m X r with orthonormal columns, ¥; is diagonal with positive real entries along
the diagonal, and V; is n X r with orthonormal columns. Equivalently, we can write

A= Z oitiT;
i=1
which decomposes A as a sum of r rank-1 matrices.
The SVD reveals the rank of the matrix A as
rank(A) = r = # of nonzero singular values of A

The SVD also reveals the four fundamental subspaces of A

e R(A) = colspan(U;)

e N(A) = colspan(V3)

e R(AT) = colspan(V;)

e N(AT) = colspan(Us)
For example, suppose & € colspan(Vs). Then V;'Z = 0 because the columns of V are
orthonormal (and so V}' Vo = 0). So A% = 0.
§8.3 Gradient, Hessian, Jacobian, and Chain Rule

e Let f:R™ — R be a real-valued function of n variables that is continuously differen-
tiable. The gradient of f at x, denoted by, V f(x), is

of

Oxy

of

Vi) = || er”

8.f

Ozr,
Here 0f/0fx; represents the partial derivative of f with respect to ;.

e A gradient with respect to only a subset of the unknowns can be expressed by means

of subscript on the symbol V. For example, V. f(z,z) denotes the gradient with
respect to & while holding z constant.
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o If f is twice continuously differentiable, the matrix of second-order partial derivatives
of f is known as the Hessian, and is defined as

- o2 027 027 7
023 O0x10x2 '  Ox10zn,
*f o2f % f
VZf(-Z') _ Ox2011 23 *tt Qx:20Tn
*f *f f
| O0xn0x1 OxpOzo = ° 0z2 |

. . . T 0%f _ 9%f
e The Hessian is a symmetric matrix since 920z, = Ou;0%;

e When f is a vector-valued function, that is, f : R"™ — R™, we define V f(x) to be the
n x m matrix whose i'" columns is V f;(x), that is

| | |
Vi) = | Vfi(z) Via(z) ... Vin(z)

e The rows of the gradient are indexed by variable components, while the columns by
_ 9fi(®)

function components, and the (i, )™ entry is [V(z)];; = =52

e Often it’s easier to work with the transpose of this matrix called Jacobian and usually
denoted by D f(z), Js(z) or M

T1yeeesTm)

Dfw) = 2L 2L .. HL|= (V@) erm

e The rows of Jacobian are indexed by function components, while the columns by
variable components, and the (4, 7)™ entry is [Df(x)],. = 9fi(z)

ij = owy;
Question 8.1. Is V2f(z) = V (Vf(z)) or = D (Vf(x))
Ans: Both! For f: R" - R
of
oz A
Vi)=1] 1 | =g g:R"—=R"
of
Oxn
| | |
V(Vf(x)) =Vg(x) = | Vai(z) Vga(z) Vgn(x)
| | |

S 0p T

8x16$1 axnaml

=1 | = V(@)
o2 f 92 f
_Bxlaxn 8513n8xn-
D(Vf(x)) = Dgla) = | ... 2

Sy 2

81‘18331 8$18In

=1 | = V(@)

_0%f _of

8Inax1 axnawn_
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89 ‘ Lec 9: Apr 16, 2021

§9.1 Lec 8 (Cont’d)

Chain Rule: Let g : R® — R™ and f : R™ — RP, and their composition h = fog : R* — RP
be defined via h(z) = f (g(x)) for x € R™. Then

Vh(z)=[... Vhi() ...]:[... Sy 85 g () }

=[.. Vg@)Vfig) ..
= Vyg(x)V [ (g9(x))

Or simply

V(fog)=VgVflg) = (V(fog) =(VgVf(g) = (Vf(g) (Vg)"

Or in terms of Jacobian,

Jfog(x) = Jf (9(2)) Jy(x), D (f o g) = DfDg

Example 9.1

Calculate the gradient and Hessian for f(z) = 23 + 37123

e Gradient: ) .
3r] + 3z

Vi) = M

e Hessian: i
2 - 6%1 6%2

v f(x) o |:6.%'2 6.%1_
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Example 9.2

Calculate the gradient and Jacobian for f(z) = Az + b for A € R™*™,

Notice f : R™ — R™, denote

T
aj

a3

A=
T
— am

e Gradient:

n
A
g(z)=a'z = Zai% =a1y + a2 + ...

99
o0x1
Vy(z) = | :
g
Ozn,

Vf(z) = [Vfi(2)

e Jacobian:

alT:U+b1
, fz)=Az+ b= :
anx + b,

=1

ay
Vim(@)] = [am1 G = AT
Df(z) = [Vf(@)]' = A
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§10 ‘ Lec 10: Apr 19, 2021

§10.1 Lec 9 (Cont’d)

Example 10.1

How about f(A) = Az + b?
Hint:

1. Vectorize A

2. Connect it to Ex 2.

Have:
| |
A= | a1 ... ap |,vec(Ad)=|:
| | Qn |
o
f(vec(A)) = f(A) = Az + b= [ an] | 1| +b
_xn
n n
= inai +b= Z(a:if)ai +b
i=1 i=1
ay
[:Ell xnI] | +0b
an
So
Df(A) =[xl ... x|
=z'QI
where ® denotes the Kronecker product and
anB aisB ... a1p,B
(1213 (LQQB o000 agnB
A ® . . . = C
mxn  pXq : : : mpXxXng
amB ameB ... ampB
So
.%‘1]
Vi) =|: | =z®I
e

45



Duc Vu (Spring 2021) 10 Lec 10: Apr 19, 2021

Example 10.2

Calculate the gradient and Hessian for f(z) = 3||Az — b||3
Hint: Chain rule

o) £ Az b, hg) = SlolE = (&) = ()
gilkn —R" h:R™—R
Vi (x) = Vo(x)Vh (g(x)) = ATg(a) = AT (Az ~b)

V2f(z) = D (Vf(z)) = D (AT(Am - b)) =D (ATA:E) —ATA

§10.2 Taylor’s Theorem

The foundational result for many algorithms in smooth nonlinear optimization is Taylor’s
theorem. Taylor’s theorem shows how smooth functions can be approximated locally by
low-order (linear or quadratic) functions. The next iterate of many iterative algorithms
can be obtained by minimizing a local approximation of the objective function around the
previous iterate. Therefore, the convergence property of these algorithms on the accuracy
of this approximation.

Given a continuously differentiable function f :R"™ — R and x,p € R", we have

mean-value version: f(x +p) = f(x) + Vf(z+tp)' p for somet € (0,1)
———

slope in scalar case
integral version: f(z +p)= f(z)+ /01 Vf(z+tp) pdt
If f is twice continuously differentiable then
Vf(x+p)=Vf(x)+ /01 V2 f(x + tp)pdt
flo+p) = @)+ V@) o+ 0 V2 + tp)p forsome t € (0,1) (4

* is also known as Taylor’s Expansion Theorem. We can use it to compute gradient
and Hessian.
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Example 10.3
Compute V f(z) and V2 f(z) with Taylor’s Expansion Theorem where f(z) = 3| Az —
b||3 for A € R™¥™,
Have
1
f(@) = 5(Az ~ )T (Az —b)
1 1 1 1
=z ' ATAz — b Az — =z TATb+ =b'b
2 2 2 2
I e 1.7
=57 A Ax— b’ Ax +be
——— V(T Ax)
9(z)
1
g +p)=5(z+p) A" A +p)
_ 1,7 1 5,7 1 17 1 5 47
=5 A Aa:+2p A Aa:—|—2:c A Ap—|—2p A'Ap
g(x) =z TAT Ap
Then
Vix)=ATAz —ATb= AT (Az —b)
Vif(z)=ATA
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§11 ‘ Lec 11: Apr 21, 2021

§11.1 Taylor’s Theorem (Cont’d)

A brief intro to norm: a norm £ is a function from a vector space to the non-negative real
numbers, that satisfies the following three properties for any z,y € R".

e Non-negative: {(z) >0 and {(z) =0 < = =0.
e Absolutely homogeneous: &(ax) = |alé(x) for any a € R.

e Triangle inequality: &(z +y) < &(z) + £(y)

1
Common examples: the [, norm (p > 1) in R" is ||zf|, = i |z|F)?.

When p = 2, we have

which for convenience is often written as ||z||. It defines the Euclidean distance of a vector
and is by far the most commonly used norm in R™.

Fact 11.1. ||z]| = VaTx = /(z, )

Cauchy-Schwarz Inequality:

()| < llzllz-llyll2 (z,y €RY)

A crucial quantity in optimization is the Lipschitz constant L for the gradient of f, which
is defined to satisfy
IVf(z) = Vf(y)ll < Lllz — yl| = l-norm

for all x,y in the domain of f.
Given f with V f uniformly Lipschitz continuous with constant L, we have for any z,y in
the domain of f that

F(w) < 1)+ V)T~ ) + =y — a3

2Q(@)

where “ <7 is sometimes known as as the quadratic upper bound.

Proof. Denote p =y — x. Using the integral-version of Taylor’s theorem,
1
f6) = fatp) = f@)+ | i+ ) pa
1
= 1@+ [ (Ve + )= V@) + V@)

1
= f@) + V@) (g - )+ /0 (Vf(x+tp) — V() pdt

(Vi@ +ty—a) - Vi) (y- :E)‘ <[VF(z+ty —2) = VI (@)ll2- lly — [l
< Lt|ly — 2|3
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Finally,
1

f6) < @)+ V@) =)+ | Lely—al i
= F(&) + V1@ (g~ o)+ 5y — 2l
O

This means that f can be upper bounded by a quadratic function whose value at x is
equal to f(x). If f is twice continuously differentiable, then V f is Lipschitz continuous
with Lipschitz constant L <= for # we have all the eigenvalues of V2f(x) are between
—L and L.

L < i (V2 (2)) < A (V21 (2)) <

§11.2 Solution and Optimality Conditions

Let f: D — R where D C R". We define different notions of minimizers.

e 1z* € D is a local minimizer of f if there is a neighborhood N of 2* s.t. f(z) > f(z*)
for all z e N ND.

e z* € D is a global minimizer of f if f(x) > f(z*) for all x € D.

e z* € D is astrict local minimizer if it is a local minimizer and in addition f(z) > f(x*)
for all z € N with = # x*.

Definition 11.1 (Critical /Stationary Point) — A point z* with V f(z*) = 0 is called a
critical point or a stationary point.

Theorem 11.2 (Necessary Conditions for Smooth Unconstrained Optimization)

There are two necessary conditions:

1. Suppose that f is continuously differentiable. Then if x* is a local minimizer of
the unconstraint optimization min, f(z), then V f(z*) = 0.

2. Suppose that f is twice continuously differentiable. Then if x* is a local minimizer
of the unconstraint optimization min, f(z), then Vf(z*) = 0 and V2f(z*) is
positive semi-definite, i.e. V2f(z*) = 0

(1) is called the first-order necessary condition and (2) is called the second-order
necessary condition.

J

A matrix A is positive semi-definite if
1. A is symmetric.
2. eigs(A) are non-negative.

3. For all nonzero x € R™, z" Az > 0.
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§12 ‘ Lec 12: Apr 23, 2021

. olution an timalit onditions ont
§121 Soluti d Opti lity C diti (C ’d)

Proof. 1. Assume z* is a local min but V f(z*) # 0. Consider z(a) = z* — aV f(z¥),
a>0

fa(a)) = f(z" —aV (7)), a>0
Taylor’s(mean-value) = f(z*) + Vf (z* — atV f(2*))" (—aVf(z*)), for some t € (0,1)
(") —aVf (:c* - othf(a:*)TVf(x)>

I
~

Have
lim Vf (a" — atVf(2")" V(@) = |V f(")]5 >0

By definition of limit, there exists ay s.t. for all « € [0, ), we have
* * * 1 *
Vi (" = atVf() Vi) > IV
* 1 * *
= f(2(a)) < f(z") = 50llVF @3 < f(a7), Yo € [0,1)

|
>0

2. By (1), we have V f(2*) = 0. Suppose V2f(x*) 0. Then Jv # 0, s.t. v V2f(z*)v =
A < 0. Consider z(a) = z* + aw

f(x(a)) = f(z" = av)
Taylor’s Thm = f(z*) + Vf(z*) " (aw) + %aQUTVQf(x* + atv)v, for some t € (0,1)
= f(z*) = %aQUTVQf (z* + atv) v, for some t € (0,1)

Notice
lir%vTV2f (z* + atv)v =0 V2f(z)w=A<0
a—

By definition of limit, there exists ay s.t. for all « € [0, ), we have

v V2f (z* + atv)v < % = f(z(a)) < f(z¥), Va € [0,a1) O

Theorem 12.1 (Sufficient Condition for Smooth Unconstrained Optimization)

Suppose that f is twice continuously differentiable and for some z*, we have V f(z*) = 0
and V2 f(z*) is positive definite. Then z* is a strict local minimizer of the unconstraint
optimization min, f(x).
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Proof. Have
V2if(z*) = 0 = V2f(z* +tp) = 0 for any ||p|| <7, t € (0,1)
1
fl@* +p) = @)+ V() p+ ipTVQf(x* +tp)p, for some t € (0,1)

1
= @)+ 5p V2f(z" + tp)p, for some t € (0,1)

>0
> f(«*), for any |pl| <r

Choose N = {z*+p: |]p| <r}. O

Definition 12.2 (Local Maximizer) — If V f(z*) = 0 and all the eigenvalues of V2 f(z*)
are negative, z* is a local maximizer.

Definition 12.3 (Saddle Point) — If Vf(z*) = 0 and V2f(z*) has both positive and
negative eigenvalues, z* is a saddle points.

§12.2 Midterm
e Date: Next Friday, Apr 30, 2021 at 9:00 am

e Deadline: May 1, 2021 at 9:00 am

Materials covered: Lec 1, Lec 2.1 — Lec 2.4 on CCLE
e Review:

— Notes/Examples on slides
— Questions in HW1 & HW?2

Open note/book.

§12.3 Convexity

Convex functions take a central role in optimization — they are the class of functions that
are guaranteed to find global minimizer within a reasonable amount of time.

Definition 12.4 (Convex Set) — A set w C R" is convex if for any z,y € w and any
a € [0,1], one has (1 — a)z + ay € w.

Geometrically, for all pairs of points in a convex set, the line segment between them is also
contained in the set.
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Which of the following sets are convex? odtside.
@ '! piFl J! i
Tds Ng‘ Np

—t

1

Yes.

Example 12.5

Examples of convex sets:

Hyperplane: {m ca'z= b} with a 20 € R" and b € R

Halfspace: {9: calz < b} witha #0 € R” and b € R

Norm ball: {z: ||z —z.|| <r}

e Non-negative Orthant: R = {z: = > 0}

Positive semi-definite cone: ST = {X : X is symmetric, X > 0}
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Definition 12.6 (Convex Function) — A function f : w — R where w C R" is a
convex function if its domain w is a convex set and for all 2,y € w and all « € [0, 1],
one has

f(A—a)r+ay) <(1-a)f(x)+af(y)

Geometrically, for convex function, the line segment connecting (z, f(z)) and (y, f(y))
lie above the graph of the function f.

T

I T e R (v, f())

(T—a)f@)+af@)l - N\ eeoeeee
§(@) |eezscesz==2

F(Q—a)r+ay) |-

T (1—a)z+ay y

A function f is concave if —f is convex.

J

A continuously differentiable function f is convex iff its domain is convex and for all
x,y € dom(f)

Fy) = f(@) +Vf(2) (y - )

A twice continuously differentiable function f is convex iff its domain is convex and its
Hessian is positive semi-definite, that is, V2f(z) = 0 for all x € dom(f).

J)

)+ V@) )
/

?@Lx) slope. .
e Ia:,flx))

g¢ supportiny  hyperplame
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§13 ‘ Lec 13: Apr 26, 2021

§13.1 Strongly Convex Functions

When f:w — R is continuously differentiable, we call f is strongly convex with modulus
of convexity m if w is convex and there exists m > 0 s.t.

F) = f(@) + Vi) —2) + 5y -3

Just as the Lipschitz constant of the gradient provides an upper bound on the eigenvalues of
the Hessian, the strongly convex parameter provides a lower bound for twice continuously
differentiable functions.

More precisely, suppose f is twice continuously differentiable, then f has modulus of
convexity m <= Amin (V2f(w)) >m > 0 for all z.

Exercise 13.1. Answer whether or when the following functions are (strongly) convex.
Hint:

1. Check domain of f is convex.
2. Compute V2 f(x)
3. If Amin (V2f(2)) > m >0 = strongly convex.

4. Amin (sz(m)) > (0 = convex.

e 22 xR

1. Domain is convex

2. Vf(z) =2r = V2?f(z) =2 = strongly convex
o 2t zcR

1. Domain is convex

2. Vf(x) =423, V2f(r) = 1222 > 0 = convex
e ¢ on R

1. Domain is convex
2. Vf(z) = ae®®, V2f(z) = a®e®® >0 = convex
e —log(xz) on Ry
~—~—
>0

1. Domain is convex

2. Vf(z)=—-1, Vif(z)= 9%2 > (0 = convex

f(@) =llzl3, » € R"

1. Domain is convex

2. Vf(x) =2x, V2f(z) =2 = strongly convex
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e f(x)=a'x+b, xR

1. Domain is convex

2. Vf(z) =a, V2f(r) =0 = convex and concave
e flx)=22"Pr+q'z+r,zeR"and P=P"

1. Domain is convex

2. Vf(z) = Pr+q, V2f(x) = P. If P=0 = convex. If P = 0 = strongly
convex. If P <0 = concave. If P < 0 = strongly concave

Theorem 13.1

Suppose f is continuously differentiable and convex. Then if V f(2*) = 0, then z* is a
global minimizer of min, f(x). When, in addition, f is strongly convex, then z* is the
unique global minimizer.

Proof. Take x = z*,

for convex f, and

F@) = F@) + VI =) + Sly =218 = £@) + Sy — 13 > fa*)
N——
=0 >0 if yF#ax*

for strongly convex f and y # z*. O

55



Duc Vu (Spring 2021) 14 Lec 14: Apr 28, 2021

§14 ‘ Lec 14: Apr 28, 2021

§14.1 Examples of Finding Global Minimizers

Example 14.1
f:R=R, f(z) = (z — 3)?

1. Is f(x) strongly convex?

2. Find the global minimizers of f(z). Is it unique?

e dom(f) =R is a convex set

o Vf(x)
Vf(z)

(r —3), V2f(x) =2 = f(x) is a strongly convex function.

2
0 = z = 3 is the unique global minimizer of f(x).

Example 14.2
f:R" SR, f(x) = ||z — 2*|)3, 2* € R" is given.

1. Is f(z) (strongly) convex?

2. Find the global minimizers of f(z). Is it unique?

e dom(f) =R" is a convex set

e Consider:

fla+d) =|lz+d—a*|3 = ||(z — %) + d|}3
={(z—z)+d,(z—2)+d)
=(x—2"x—2")+ (x—a*,d) + (d,z — z*) + (d,d)

~—

1
= Hsc—a:*H%—i—@(w—x*),d)—i-de( 21 )d
—_—— —— 2 )
f(=) V() VEf(z)

*

— f(x) is a strongly convex function, so Vf(z) =2(z —2*) =0 = z ==
is the unique global minimizer.
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Example 14.3
f:RY - R. Given 1, ...,x, € R% Find the global minimizer of

f@) =) llz — ki3
k=1

Hint: Show f(z) is a convex function, so any critical point is a global minimizer.
e dom(f = R%) is a convex set.

e Consider

Fotd) =3 lo+d—anlf = 3 @ — o) + I
k=1 k=1
-3 (1l = 2013 + (260 — 20),@) + 5" 21)a)

n n 1
= g |z — zx||3 +(2 g (x —z1),d) + =d' (2n])d
2~
k=1 k=1 V2 )

f(@) V()

—> f(x) is a strongly convex function.
n 1 n
\Y = 2nx — 2 =0 = z=—

is the unique global minimizer of f(z).
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§15 ‘ Midterm: Apr 30, 2021 — :D

IF YOU DO NOT STUDY
P 2

YOU SHALLNOT PASS!

Figure 1: Better study now!
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§16 ‘ Lec 15: May 3, 2021

§16.1 Gradient Descent Methods

We will focus on the problem of unconstrained optimization
minimize,cgn f ()

We will first consider first-order algorithms such as steepest/gradient descent. Then, we
switch to second-order methods such as Newton method. All algorithms in unconstrained
optimization require the user to supply a starting point zy. Beginning at x(, optimization
algorithms generate a sequence of iterates {zj},—, that terminates when either no more
progress can be made or when it seems that an approximate solution has been found. In
deciding how to proceed from one iterate zj to the next, the algorithms use information
about the function at x, and possibly information from earlier states. They typically use
this information to find a new iterate x4 with a lower function value.

10 : : : : :
sl
ol 1
ol ~ -
5L 1
ol ]
] T NN E— ‘ S— L
@ ;%'-2 1 3 1 2 @

Consider finding the global minimizer x*. A native way is to uniformly sample the
z-axis N points, and find the minimizer among these N points.

10 T T T T T

2 1 1 1 e
3 2 -1 0o ¢ 1 2 3
s N

Let 27 be the minimizer among the N points. Then,

6
#_ s 6
“T Y

<
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Also, f(z#)— f(z*) < 2L, where L is the Lipschitzness of f, which captures the smoothness
of f. This also implies f(z#) — f(z*) < € if N = 8. This brute-force approach finds very
good solution. Then why do we need other optimization algorithms?

~ TR 1o

X3
R
- ‘,0.\‘\2’0'{,'_::;:‘- ,

OOBAED

Curse of dimensionality: When x is R", then to guarantee
fa®) = fla*) < e

we need N = O (eln)

Nonpractical!

N(E=01) |(f0)| 10 |10
N=lo.  O(), N=0(%)= O(F) = 6ld")

We call d a descent direction for f at x if f(z+d) < f(x) for all ¢t > 0 sufficiently small.
For any continuously differentiable function, any d s.t. Vf(z)"d < 0 is a descent direction.

Proof. Continuity of V f ensures the existence of t s.t.
Vi@+td)'d<0  Vte 0,1
Thus, Taylor’s theorem implies that

flz+td) = f(z) +tVflx+vy+d) d< f(x) for some € (0,1) O
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When ¢ is sufficiently small, the amount of decrease is approximately ¢tV f(z)"d. Among
all directions with unit norm, the minimum of V f(z)"d < 0 is achieved when d = — HVV ]f((;))lh .
Thus, d = —V f(x) is called the direction of steepest descent.

e, diy <9

I

X4 = ||
N

U: the wplete of k-th JWMT Ci $Ca>Cy----

The simplest methods for optimization
Tpr1 = ok — oV f(xg), k=0,1,2,...

for some length ay > 0.

At each step, there is either some oy, > 0 s.t. the function value is decreased, or V f(z) = 0,
at which we have found a local minimum, or a global one if f is convex. This algorithm
is called gradient descent or the steepest descent. Large step-size risks taking a step that
increases the function value, while too small step-size risks making too little progress in
each iteration. Short-step variant: for functions with Lipschitz gradient with Lipschitz
constant L, choose a constant step-size

1
$k+1:xk—sz(xk), E=0,1,2,...

This iteration scheme can also be obtained by minimizing the quadratic upper bound with
respect to y :

Flw) < Fla) + 97— x) + 2y — o3

=G(y)

Plugging in the iteration y = x5 = x — %Vf(a:k) yields

Pl < Fn) - 52 VA3

This so called descent lemma/inequality or sufficient decrease condition quantifies the
amount of decrease we obtain and is one of the foundational inequalities in the analysis of
optimization algorithms.
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§17‘ Lec 16: May 5, 2021

§17.1 Gradient Descent Methods (Cont’d)

f is bounded below, i.e., f(x) > f for all 2. Adding the descent inequalities for k = 0 to
T — 1 yields

T-1
_ 1
F < F(Xr) < flao) = o7 D IV Fn)l3
k=0
Since f(xr) > f, we have
T—
: - < —f
T min (V) EZ: IVf ()3 < 2L (f(x0) — f) < o0
implying
. : 2L(f(x0) — f)
— < <
Jm [V f(@r)llz=0and | min [[VF(z)]2 < T <e

So after T' > 2L(f(:720)—f) steps, we can find a point whose gradient norm is less than e.
Now suppose that f is convex, smooth with Lipschitz L gradients, and has a minimizer x*
with f* = f(z*). Convexity implies
F@*) = far) + Vf(a) " (@ — )
Substituting this into the descent inequality gives
1 1
f(xre) < flaw) - illvf(xk)llg < f(a*) + V()" (2 —2¥) - ﬁllvf(wk)!@
L 1
= 1)+ 5 (o= 218 - low = o* = L9 1@IR)
* L * (|2 * (12
= f@) + 5 (lze — 22 = ki — 27[)

Summing over k =0 to T — 1 gives

S

no |t~

L
(l2” = 2113 = llor = 2*[13) < Sl — 2|3

(f (@hsr) = ) <

0

B
Il

Since f(xy) is decreasing, one has
f(Xr) - " < 7on - 2*|3

Lljzo—z*||3 . .
w iterations.

To find a solution with f(z7) — f* <€, we need T' >
m-strongly convex functions satisfy the Polyak-Lojasiewicz (PL) inequality:

SIVF@)IE > m ()~ 1)
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Proof. m-strongly convexity implies
Fy) = f(2) + V(@) (y— o)+
This implies
. . 1
min f(y) > ming(y) = q <x - Vf(x))
y Y m

Therefore,

1

fr = flx) - %va(ff)HQ + %IIV}”(@“)II2 = f(@) = 5 -IVF@)
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§18 ‘ Lec 17: May 7, 2021

§18.1 Gradient Descent Methods (Cont’d)
This combines with the descent lemma gives

m

Florn) < flon) = 52 IV T < flow) = 7 (FG) = )

Subtracting f* from both sides gives the recursion

faw) - < (1= ) G - < (1= Gy - o< (1= G - 1)

The function values converge linearly to the optimum

FET) < (- o) -

To find a solution with f(z7) — f* < ¢, we need T > 1 - log (f(xog_f*) iterations.
()
L
Denote by {7} the sequence of positive scalar quantities of interest with 7, — 0. Examples
include 7, = f(xg) — f*, |V f(xr)||2 or ||zx — x*]|2. We say that {7} has a linear rate of a
convergence if

lim L — ¢, for some ¢ € (0,1)
k—oo Tk

or equivalently,
Thp1 < o1 < ... < ¢F g, for some ¢ € (0,1)

Example 18.1

Consider
111 1 1 1

S e PR
(7) {’2’4’8’16’32’ 9k }

Note that 7411 = %Tk.

We say that {75} has a sublinear rate of convergence if

. Tk+1
lim ~t+t
k—oo Tk

=1
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Example 18.2
Consider
P A
r
"~k+B

for some scalars A > 0 and B > 0, denoted by 7, = O (%)

1 1
R

W

(k) = {1, %7

when
A

denoted by 7, = O (ﬁ)

1 1 1 1
(Tk):{l’ﬁ’ﬁ’\/l""’M""}

We say that {71} has a superlinear rate of convergence if

. Tk+1
lim = =0
k—oo Tk

Example 18.3
This includes convergence with order ¢ for ¢ > 1 when

. Tk+1
lim —Z <M
k—o00 Ty,

for some M > 0. In particular, ¢ = 2 is called quadratic convergence

111 1 1 1

(k) = {2’4’1(3’256’65,536""’22k""}

Denote the target value of 7, by € > 0. We can obtain expression for k = k(e) for the
number of iterations required to guarantee 7, < € as done previously. The expression k(e)
is usually called (iteration) complexity.

§18.2 An Example
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Example 18.4

. R2 _ T _1 0
f:RE=R, f(x)=x Aac,A—[O 100

a) Find the global minimizer z*of f(x)
f@+d)=@+d Alz+d) =z Az +d Az +z" Ad+d' Ad
1
=z Az + ( 24z ,d) + §dT (24) d
=Vi@) V2 f(x)

So

0 200
= A\ (Vf(2)) =2, A2 (V2f(2)) =200 = f(x) is strongly convex with m =
— Its critical point z* is the unique global minimizer of f(z)

= Vf(@*)=24s"=0 = A2z*=0

— V() =24z, YV f(z)=24— {2 0 }

Since A is invertible, z* = A1 0=0= [8}

b) What is the first iteration of gradient descent method with the step-size chosen

as one over the Lipschitz constant of V f(x) and starting point as zo = [188] ?
Hint: V?f(z) < Ll,ie., (—L < Apin(V2f(2)) < Amax (V2f(2)) < L)
= L =200
B 1 B 1 1 0 (1 o0 o5 0
1=20 = pVflwo) =20 = 555 -2 [0 100] e ([0 1] [ 0o 1])"
~ [0.99 0
“lo o™

66



Duc Vu (Spring 2021) 19 Lec 18: May 10, 2021

§19 ‘ Lec 18: May 10, 2021

§19.1 An Example (Cont’d)

Example 19.1 (Cont’d from Lec 17) c¢) What is the closed-form expression of z
in the k-th iteration of gradient descent method for any positive integer k?

(= 1)
1 1 1 0 10 40
xk=$k1—LVf(ka1)=$k1—200'2[0 100] 1'191:([0 1]—[180 1]>$k1
99 0 99 01> To99 o]
“lo o™t |0 o 2T T |0 o ™

c) After how many iterations, we have ||z} — 2*|2 < 1557

e _ o [99% 0] [100] | [99%-100] ook 2
[k :vllz—llwklla—ll[() ol 1100/ 12 =1 0 l2 = -99%-100 < -5

We need .99% < 10~* which means k1og(0.99) < —4, so k > —m ~ 916.4.
So after k = 917 iterations, we have ||z — 2*||2 < 15
¢) What’s the convergence rate of the sequence { ||z — 2*||2}? (sublinear/linear /quadratic)
s — *[|2 = .99* - 100 = .99 (.99’“1 : 100) = .99 [|zp_1 — *2
—_——

Tk—1

so 7 = 0.997,_1 = linear.

§19.2 Newton’s Method
Newton’s method uses the search direction given by
di ==V f(2x) 'V f (1)
Newton’s direction is derived from the second-order Taylor series approximation to f(xp+d),
which is
fzr+d) =~ fz) + Vf(zp) ' d+ %dTVQf(a;k)d = my(d)
When the Hessian is positive definite, the Taylor series approximate is minimized by setting

d=d = =V?f(xx) "'V f(x1)

The Newton direction is reliable when the difference between the true function f(xy + d)
and its quadratic model myg(d) is not too large.

Vami(d) = Vf(ar) + V2 f(zr)d =0 = d=~V*f(z) " V()

The Newton’s direction is usually not computed by taking the inverse of the Hessian, but
rather solving the system of linear equations

V2 f(e)dy = =V f(a)
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When the Hessian is positive definite, Newton’s direction is a descent direction because
T
Vi) TdY = (=V2f(ap)dY)  dY = —d V2 f(e)dd < —dY " (Amin (V2 (21)) 1) dfY

There is a step length of 1 associated with the Newton direction. Most implementations of
Newton’s method use the unit step o = 1 where possible and adjust it only when it does
not produce a satisfactory reduction in the value of f.

Methods that use the Newton direction have a fast rate of local convergence, typically
quadratic. More formally, we have the following theorem

(Theorem 19.2 A

Suppose f is twice differentiable and Hessian is p-Lipschitz continuous, i.e.,

IV2f(z) = V2 (W)ll2 < pllz =yl
around a solution z* where the Hessian is positive definite. Then

1. If the starting point is close to x*, the sequence of iterates converges to x*.

2. The rate of convergence is quadratic.
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§20.1 Newton’s Method (Cont’d)
Proof. By definition of k + 1-th step of Newton method, we get

Tpa1 —x*:xk—i-d,iv—x*
= Tk — l’* + di;v
= (g — %) — V2 f(2p) "'V f (1)
= V2 f () " VA () (g, — %) — V2 f () 7! <Vf<:ck> - Vf(a:*))
——

=0

= V2 f () [V2f(ar) (zr — 2%) = (Vf(2x) = Vf(2"))]

Using integral version of Taylor’s theorem
1
Vi(zr) —Vf(a*) = / V2f (2% + t(xg — 2*)) (o — 2*) dt
0
Therefore, we note that
1
V2 f(ar) (zr—2*) = (V f(wr) = Vf(2")) = ng(xk:)($k_33*)_/ V2 f (@ 4ty — 2*)) (xp—a¥) dt
0

which is equal to

1 1

/ V2 f () (xp — 2*) dt — / V2f (2* + t(xg — 2%)) (g — ) dt
0 0

Note that
[Az|l2 < [|All2 - |72

V2 f (@) (x — %) = (Vf(zk) — V(@) |2

1
=1 /0 V2 (ax) (ax — 2%) — V2F (2 + tlag — 2%)) (g — 2)] dt]ls
1
| / V2 f(an) — V21 (2 + tag — o)) (ap — 2*) di]
0
1
< /0 | (V25 (k) — V3£ (@ + tag — 2%))] (2 — o)t
1
< /0 | (V25 (22) — V3£ (@ + bk — 2%))] lallan — 272 dt
1
< /0 pllak — (@* + ek — ) lallek — 2o dt

1
P
= [ ol =30~ )t = S — 0”1
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Now, we have
{umm — a*|ly = V2 f () [V (@) (@r — 2) — (V@) — V(@)] |12
1 [V2f () (2 — %) — (Vf(ar) = V(@)] |2 < Bllax — 2|3

This implies that
|41 — a2 < V2 F(ze) "2 - ngk — a3

Finally note when z; — x*, we have
IV2 f ) "z = V2 (=) 7 2
Therefore, by the definition of continuity, there exists a small number € s.t. for any
lar —2"[la < €

‘We have
V2 f ()" 2 < 2V f(2) 72

Then
zks1 — 2| < plIV2f (@) Hlallak — 23 = O ([lax, — 2*]3)

Plugging (2) into (1)
|1 — 2%z < 2| V2f (") 2 g”ﬂck —2*||3 = pl| V2 f (@) "z - llow — 2|3
—_——
Tk+1

=0 | ||z, — 2"|3

2
Tk

O]

When initialized away from a second-order optimal point, the Hessian matrix might

not be positive definite, and the Newton direction defined by

V2 f(zp)dY = =V f(xp)

may not be a search direction. We can overcome this difficulty y replacing the Hessian

matrix with a positive definite approximation.

Eigenvalue modification: assume the eigenvalue decomposition of the Hessian is available.
To approximate an indefinite Hessian with a positive definite matrix, one option is to

replace all negative eigenvalues with a small positive number §.

The simplest idea of modifying the Hessian is to find a scalar 7 > 0 s.t. V2f(xy) + 71 is

sufficiently positive definite.

1
Tpy1 = T — oV f(ag) = 2 — sz(xk)

Gradient descent can be derived from the quadratic upper-bound of f(zy + d)
L
flar+d) < flag) + V() d+ §||d||§ = qx(d)
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The minimize gi(d) gives d = — 1V f(xx).
Newton’s method is derived from exactly the second-order Taylor series approximation to
fzy +d)

fxr+d) < flzp) + V(o) d+ %dT (V2 f(z)] d = mi(d)

Then minimize my(d) gives d = —V2f(z) 'V f(x)). We can view gradient descent is
obtained from second-order Taylor series by replacing V2f(x;) by LI while Newton’s
method uses exactly V2f (). Therefore, Newton’s method is more accurate.
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§21.1 Gradient Descent v.s. Newton’s Method

Example 21.1

Consider minimizing f(x,y) = 10022 + y? with starting point BO} = [J and L =
0

Amax(vzf) = )‘max <|:280 (2):|) = 200.

We have
of
= 200z
V= 3?] - 5]
3y 2y
2, [200 O
vr= 3

So A1 =200, A2 =2, and L =200 = f(x,y) is strongly convex
200z
/= [ iy ] 0

— Lﬂ = [8] is the unique global minimizer
e Gradient Descent: zy4q =z, — 1V f(zy)
=] [1] 1 [200] [0
yil ~ (1] T200] 2| 0.99

[Zﬂ - [0%9} - ﬁ [28.99] - [0892]

e Newton’s Method: zy 1 = 2 — V2f(2) "tV f (1)
2] _[1] [200 0] '[200] [0
bl =L -00 2[5

Conclusion: Newton’s method needs much fewer iterations than the gradient descent
method. However, gradient descent method still runs much faster than Newton’s
method since it does not need to compute the second-order derivative information.
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§21.2 Subgradient Methods

We first consider the simple case where the function f:R"™ — R is convex. We say g is a
subgradient of f at x if

f2)= fl@)+g' (z—2) , V2

linear underestimate of f

g is not unique. The set of all subgradients of f at x is called subdiffernetial of f at =z,
denoted by 8f(z) = {f(2) > f(z) +g' (z — z)Vz}.

Example 21.2
Consider: f(x) = |z|, z € R.

f@) = | 9f(z)

So,

{13, x <0
8f(x>_{[—1,1], r=0{1}, >0

Subgradient of |z| at x = 0:
|z| = f(z) > f(0)+g(z —0), Vz e R

= find ¢ 3 |2| > gz, VzeR
z2>0, z>292 = g<1

— —1<g<l1
2<0, —z>gz = —1<g

If -1 < g <1, we have |z| > gz, Vz € R.
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Example 21.3

Consider: Rectified Linear Unit (ReLU) f(z) = max {0, z}, the mostly used nonlinear
function in deep learning

1 1
f(z) = max {0, }
of (x)
-1 0 1 -1 0 1
So,
{0}, z <0
of@)=300,1], ==0
{1}, x>0
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§22.1 Subgradient Methods (Cont’d)

Example 22.1
Consider f(x) = max {fi(z), fa(z)}

f(z) = max{fi(z), fo(2)}

5

f(z) = max {fi(z), fo(x)} where f1 and fo are differentiable

fa(x), fi(z) < fa(x)
0f(z) = § [f2(2), fi(@)],  fr(z) = fa(x)
fi(=), fi(z) > fa(x)

Basic Rules for Subdifferential:

e Scaling: d(af) =adf,a>0

e Summation: 9(f1 + f2) = 0f1 + 0f2

e Affine Transformation: if h(z) = f(Az + b), then
Oh(z) = ATOf(Ax +b)

Consider:

f@)=llzlly =) el =) fil)
i=1 i=1
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and
n Sign(ﬁﬂi)’ T # 0
of (x) = Z@fi(m), 0, i) = {
i=1 [-1,1], ;=0
o
O |9Cz| 0
ofi(x) = 2: = 1o, o
| 0]
= aﬂ?i’xi|€i
N senlres 70 = 0fi(z)
[_1’]‘] €, Z; =0 7
So,

01 ()], = {Sign(x")’ -

—1,1], 2;=0
0f (x) = sign(z) € R"
- 25

sien(x
gn(z)| o

Example 22.2
Consider:
1
7 3
|4
0
Then
1
sign 1
sign(z) = .
[—1,1]
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Example 22.3
Consider h(z) = ||Az+b||1. Letting f(z) = ||z|1 and A = [a1,...,a;], and in addition

sign (a] x +b;), a] x +b; #0

[-1,1], a/z+b=0

al x + by
Az +b= : :{

a;x + bm

and

Oh(z) = ATOf (Ax +b)

Consider minimize f(x) which may not be continuously differentiable at some points. To
mimic the gradient descent, subgradient methods involve the update

Tyl = Tk — Ok, gk € Of (zy,)

for k = 0,1,.... Unlike gradient, the negative subgradient is not necessarily a descent
direction. This also makes it more difficult to select appropriate step sizes «y for the
subgradient methods.

Example 22.4
Consider f(x) = |z1| + 3|x2]

0.4
02|
—(1,0)
0 m———n
'
'
¥
021 _(1.3) |
-0.4
-1 0.5 0 0.5 1

We have

0f(z) = {ax;f(w)] N [3@(;9]

At =z = (1,0),
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Example 22.5 (Cont’d from above)
At =z = (1,0),

e g1 = (1,0) € Of(z), and —g; is a descent direction.
e g0 =(1,3) € 9f(x), and —gy is not a descent direction.

Reason: lack of continuity — one can change direction significantly without violating
validity of subgradient.
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§23.1 Subgradient Methods (Cont’d)

Since {f(zg)} is not necessarily monotone, we will keep track of the best

fr = min f(z;)

1<i<k

We also denote f* := min, f(z), the optimal objective value. We cannot analyze all non-
smooth functions. A nice and widely encountered class to start with is Lipschitz functions,
i.e., we assume f is Lipschitz

[f(2) = fR) < Lylle — 22 Va,z € dom(f)
Property: ||g|| < Ly for all subgradients g € 0f(x) for all x.
Proof. From definition of subgradient,
f2)2 fl@)+g'(z—2) Vzu

which implies
(9,2 — x) :gT(Z—JU) < f(z) = f(=)
Choose z =z +g = |gll3 = (9,9) < f(z +g) — f(x) < Lyllglla

= llgl2 <Ly Vgeof(x), Va O

Subgradient methods with constant step size may converge to non-optimal point

Example 23.1
Consider f(x) = |z|, o = 0.1, and step size a = o = 0.08. Then,

x1 = 2o — asign(zo) = 0.1 — 0.08 x 1 = 0.02
zy = 1 — asign(z1) = 0.02 — 0.08 x 1 = —0.06

x3 = xg — asign(xe) = —0.06 — 0.08 x (—1) = 0.02

Thus, the sequence of iterates {zj} never converge, and neither of its limit points is
the optimal solution of |x|.

How to select appropriate step size? Polyak’s step size, diminishing step sizes, etc ...
We’d like to optimize ||zg4+1 — x*||2 but don’t have access to x*.

Lemma 23.2
Subgradient update rule 11 = x — gy obeys

|zrt1 — 2¥)3 < ok — 2*3 — 200 (f(z) — F) + aillgkll3
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Proof. We have

|2ks1 — 2*3 = |2k — argr — %3 = || (zr — %) — argil|3
= |lor — 2*||3 — 2an(zp — 2, gi) + oillgrll
<l — 2*||5 — 204 (f(zx) — £*) + a2 llgxll3

where the last line uses subgradient inequality

fzg) = f(2*) > (z — 2%, 9)

flay) = f@*) + g (zp —a*) = flar) = f(@") 2 g7 (2 —2*) O
Majorizing function suggests Polyak’s stepsize
[l =
lgxl3

which leads to error reduction

(f(zx) = f*)°

< Jlaw — 2|3
lgkll3

lzksr =23 < flaw —2*5 —

It’s useful if f* is known

* *\2 %\ 2
b <ak: f(@g) —2f > = o — a2 — 2(f(ﬂck)—zf ) N (f (zx) —2f )
gl gl g I3
(f () = £*)?
llgx 113

Estimation error is monotonically decreasing with Poylak’s stepsize.

= [l — a3 —

/Theorem 23.3 (Convergence of Subgradient Method with Polyak's Stepsize) b

Suppose [ is convex and L g-Lipschitz continuous. Then subgradient method with
Polyak’s stepsize rule obeys

- Lyllzo — ="

fr—f<
k
N i Y

. 1
Sublinear convergence rate O (ﬁ)

Proof. We have
(f(@) = £)° < (llzx — 213 = lorsr — 2*(13) llgxl13
< (llze — 2*)13 = lleksr — 2*115) L
Applying iterations (from 0-th to k-th) and summing up yield
k
(f(@i) = £)* < (lwo = 2*[13 = llzsra — 2*(13) LF
=0

7

= (k+ 1) (ff = )7 < llzo — a*|3L7

which completes the proof. O
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§24.1 Subgradient Methods (Cont’d)

\
Theorem 24.1 (Subgradient Method for Convex and Lipschitz Functions)
Suppose f is convex and L-Lipschitz continuous. Then subgradient method
Lk+1 = Tk — Ok Gk, gk Eaf(l'k), k:071727"'
obeys
o e o= 2B+ L3 T of
2% o
- J
For constant step size aj = «,
Lfca
lim f7 — o< 12
k—o00 2

i.e., may converge to a non-optimal point.
Diminishing step size obeys Y, a? < oo and Y, ag — 00

lim ff — f*=0,
k—00
i.e., converge to an optimal point.
. . . _ L
The optimal choice here is oy, = T
f*_f*:(,) ”mo_‘r*H%—i_‘L?logk
k \/%

i.e., matches the results with the Polyak’s stepsize and attains e-accuracy within about
@) (6%) iterations.

Proof. Applying the lemma in lecture 22 recursively gives

k k
k1 = 213 < llwo —a*|3 = 2D i (f (i) = )+ D afllgill3
i=0 1=0
Rearranging these terms, we have
k k
2 i (f(@i) = f*) < llwo = 213 = llzken — 2[5+ ) ofllgill3
i=0 i=0

k
<|lwo —a* |5+ L7 Y of
i=0

zo — x*||% + L2 ]?: a?
:>f]:—f*§H HQk szO 7
23 im0
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§24.2 Theory of Constrained Optimization

Overview:
ci(r)=0, 1€€&

ci(x) >0, iel

minimize f(z) subject to {
TER™

Example 24.2 (A Single Equality Constraint)
minimize x1 + x3 subject to z? + x5 —2 =10
1,22 N——

c1(z)

[ TP

' -J«) ovenses Jastost,

WA the i hon. the. fuachn
| o x:leum fastos.
=) J‘(Jiﬂ)
- .:‘XJ <D
|x = ; |] vf
rz.‘.{. A2 2=T Ha=-l Q

Ci(a=7t+ A-2=0.

the ble  TEgim.
X+ K =0- 3

= xt= [:‘l

=D V= 9f (3%

"o, =8)

At the solution z*, the constraint gradient Ve (z*) is parallel to V f(z*)
1
Vf(z*) = A\{Ver(z*) with AT = -3

Lagrangian function:
Lz, M) = f(z) = Mer(z)

The condition becomes: at z*, there is a scalar A] s.t.
V. L(x*,A]) =0

The condition is only necessary, but not sufficient.
Consider:

VI(1,1) = m Ver(1,1) = B] — Vf(1,1) = %Vcl(l,l)

— VL (m %) = Vi(1,1) - 3Ver(1, 1) = [8]

1
However, z* = [ 1

} is not the optimal solution.
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§25.1 Theory of Constrained Optimization (Cont’d)

Example 25.1

Consider:
minimize z; + zo subject to 2 — x? — 22 >0
T1,T2 N—— —_————
f(z) c1(z)
dascont  directin A
d'vf <0. _— Jensh regon.

Lz, 0 =3m - Alix)
= Xit Ko~ M%)

h 4

X+ % =0.

Fact 25.1. A feasible x is not optimal if we can find a small step s that both retains
feasibility and decreases the objective function f.

Case 1: z lies strictly inside the circle.
Case 2: z lies on the boundary.

W
\_—Any d in this cone is a good search
direction meG————
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Example 25.2 (Two Inequality Constraints)

Consider:
minimize x1 + x2 subject to 2 — a:% — x% >0, zo >0
T1,Tr2 N— S~~~
f(z) c1(z) c2(x)
o The geometric analysis at z* = [-V2, (]]T: _ I_.%‘;j ,_.,)_1.__‘
s

N

ng'm

Let’s define the Lagrangian function

L(z,N) = fx) = Y Nici()

1€EUT
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21

.

/
Theorem 25.3 (First-Order Necessary Condition; KKT Conditions)

Suppose that x* is a local solution of the general constrained optimization, that the
function f and ¢; are continuously differentiable. Then there is a Lagrange multiplier

vector \*, with components \7,7 € £ UZ s.t. the following conditions are satisfied at
(*, )

o V,L(xz*,A\*) =0 Zero-gradient
o ¢i(z*)=0,i€&, ¢(z*)>0,ie€Z Primal Feasibility
o N >0,ieT Dual Feasibility
o Ngi(z*)=0,i€ EUT Complementarity

For 3rd and 4th bullet points, there is no dual feasibility or complementarity conditions
ifZ =0.

~

J
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§26.1 Example — KKT Conditions

Example 26.1
Verify the KKT conditions for the optimization

1—x1— 29+ ci1(x

2 ) (z)
o 3 1 1 . 1 —z1 + 22 < c2()
3 A L >
ml;lll’ml’rélze ($1 2) + 92 <$2 2) subJect = 1421 — 20 03(117) =0
(z)

14+ 21+ 29 ¢ cy(x

at the point 2* = (1,0)". The feasible region is illustrated below:

\\ i 3 // xf
a) Verify the KKT conditions at x* = [(1)]
1
KKT on z* = [O] . We have
4
L(z,A) = f(x) =Y Nici(x)
i=1
and ) L _
~1 1
va@= ||, Va@=|] ]
211 — 3 L L
vie) = 2. - _
€To 3 1 1
Vez(x) = e Vey(x) = 1]
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Example 26.2
Then,

4
VaL(z,)) = V(@)=Y \Vei(z)
=1

o 2$1—3+/\1+/\2—)\3—)\4
o :CQ—%+)\1—>\2+/\3—)\4

1. Zero-gradient:

X=X NN 0
2. Primal feasibility:

cxz)=1-1-0=0, ca(z*)=1-140=0
3. Dual feasibility: \1 >0, A\ >0, A3 >0, A\ >0

b) What is the value of A\*?

2)+4) =

I

M=XM=0 1+ M+ =0
5 4 N 1+ 11t A2
1) L AT— A5 =0

gl e R e e e e e

i

c3(x*)=141-0=2>0, c4(z")=1+14+0=2>0

4. Complementarity: A\jci(z*) =0, Msca(2*) =0, Ajc3(z*) =0, Njea(z*) =0

* _ 3
M =1
*x 1
A3 =1

Example 26.3
Minimal energy problem (b # 0):

1
minimize §||x||§ subject to Ax = b
Find the KKT conditions:
- 1
L) = f(2) = D diei(z) = 5|la]F = AT (4w — b)
i=1
Vel(z, )=z — AT\

1. Zero-gradient: V,L(z*,\*) =2* — AT \* =0

2. Primal feasibility: Az* = b.
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§27.1 Examples — KKT Conditions (Cont’d)

Example 27.1

Equality constrained convex quadratic minimization
o1 T T .
minimize; x Pz +q x4+ r subject to Axr =b
X
KKT conditions: Pz* 4+ q— AT X\ =0, Az* = b, equivalent to
P —AT] [2* _|-a
—-A 0 b N I )
Solve this square system to obtain KKT points (z*, \*)

1
L(x,\) = ixTPx +q'z+7r—\"(Az —b)
VeLl(z,\)=Pr+q— AT

Example 27.2

Eigenvalue problem (A is symmetric)
maximize = Az subject to ||z[3 =1
which is equivalent to

minimize — ' Az subject to ||z||3 = 1
€T

So,

L(z,\) =—a" Az — X (||z]|3 - 1)
ViL(z,\) = —2Ax — 2\x

—

which implies
zero-gradient : —2Ax* — 2\ z* =0 <= Azx* = (—\*)z*
primal feasibility: ||z*||3 = 1

{x* is the normalized eigenvector

—M\* is the eigenvalue
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Example 27.3

Minimize x1 + o2 subject to 2 — 22 — 23 > 0.
L(z,\) =z + 23 — N2 — 22 — z2)

oL

o= 1+ 2\x
V.L(z,\) = |9 | =
oL(z,3) [gé] [1+2/\:1:2]

1+2 27| (0
1+2 25| |0

2. Primal feasibility: 2 — (27)% — (23)? > 0

1. Zero-gradient:

3. Dual feasibility: \* > 0

4. Complimentary: \* | 2 — (a:f)Q — (365)2 =0
=0
HW Hint:
1) = A #0 . N
2 } = 2- (331)2 - (952)2 =0

§27.2 Duality

Duality theory constructs an alternative problem from the functions and data that define
the original optimization problem

minimize f(x) subject to ¢;(x) =0, 1 € &, ¢i(z) >0,i€Z

The Lagrangian takes the constraints into account by augmenting the objective function
with a weighted sum of the constraint functions

Ll N) = f(z)— Y Nici()

1€EUT
L(x,\,v) = f(x) — Z Aici(z) — Zvici(az)
i€ €€

The Lagrangian dual function g(\,v) is the minimum value of the Lagrangian over x

g(A\,v) =inf L(x, A\, v)

= iI%f <f(x) - Z Aici(z) — Z vici(a:)>

1€T €€
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Example 27.4 (Least Square Solution)

Minimal energy problem:
S ST .
minimize §HxH2 subject to Ax =b
where A € RPX"™.
e The Lagrangian: £(z,v) = 3|z||3 — v (4z — b)
e The dual function: g(v) = inf, L(x,v)

We set
VoL(z,)=2z—ATv=0

to get © = A" v. Therefore, the dual function is
1
g(v)=1L <ATU, v) = —ivTAATv +b'w
1
= S1ATollf o7 (AATU - b)

1
- 5UTAATD — v AATv + 0D
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§28.1 Duality (Cont’d)

Example 28.1 (Standard Form Linear Program)

Linear program in standard form
minimize ¢' z subject to Az =b, x>0
The Lagrangian:
n
Lz, \v) =c'z— Z Nizi — v (b— Az)
i=1
=c'z—-ANz+v' (Az —b)
i
=—blv+ (ATv—f—c—)\) a5
The dual function:

-
g(\,v) = inf L(z, \,v) = —b' v + inf <c+ ATy — )\) x

{—bTv, c+ATo—XA=0

—00, otherwise

§28.2 Lagrange Dual Problem

For each pair (A,v) with A > 0, the Lagrange dual function gives a lower bound on the
optimal value p* of the original optimization.

Question 28.1. What is the best lower bound that can be obtained from the Lagrange
dual function?

A1
maximize g(\,v) subject to A >0, X\; >0, A= A2

This problem is called the Lagrange dual problem. The original problem is called the
primal problem.

A pair (A, v) is called dual feasible if A > 0 and g(\,v) > —oco. A pair (A\*,v*) is called
dual optimal or optimal Lagrange multipliers if they are optimal for the dual problem.
The dual problem is a convex optimization whether or not the primal problem is convex.

e The domain of the dual function dom g = {(A\,v) : g(\,v) > —o0}

e The optimization looks nicer if we make the hidden affine constraints explicit.
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Example 28.2

The dual function of the standard linear program
minimize ¢’z subject to Az =b, >0

which is
—b'v, ATv—A+c=0
g\ v) = {

—00, otherwise

whose domain is {(A\,v): ATo —A+c=0}.
(A, ) is dual feasible if A > 0 and ATv — XA 4 ¢ = 0. By making the constraint explicit,
we obtain the dual problem

maximize — b'v subject to ATov—A+c= 0, A>0
~——

vectors

which is equivalent to
maximize — b' v subject to ATv+¢ >0

an linear program inequality form.

Example 28.3

Consider:
minimize ¢ ' x subject to Az <b <= b— Az >0
N———

c(x)

Compute the dual problem:
Hint:

1. Lagrangian function:
LN =fx)—Ac@@)=c'z—A"(b—Az)=c 'z +ATAz—\Tb
T
= —b"A+ (c+ATA) &
2. Dual function:

.
g(\) = inf L(z,\) = —bT A + inf (c + ATA) 2

B {—bT)\, c+ATA=0

—00, otherwise

3. Dual problem:

maximize — b' A subject to ¢ + AT) = 0, A>0
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§29.1 Final Review

Foundations on vector space/linear operators/eigenvalue decompositions.
Computation of gradient, Hessian, and Jacobian

1. Definition

2. Taylor’s Expansion Theorem
Optimality conditions for smooth unconstrained optimization

— Necessary conditions: If z* is a local minimizer, then V f(2*) = 0 & V2 f(z*)
is PSD.

— Sufficient conditions: If Vf(z*) = 0 & V2f(z*) is PD = z* is a strict
local minimizer.

Convexity:

— Determine whether a set w is convex: check if (1 —a)x+ay € w for any z,y € w
and « € [0, 1].

— Determine whether a function f(x) is (strongly) convex:

1. Check if dom(f) is convex
2. Compute its Hessian V2f(x) and eigenvectors of V2f(x).
3. Check the minimal eigenvalue of Hessian

Vo € dom(f), if Amin(V2f(2)) >m > 0= = f(x) is strongly convex
if Anin(V2f(2)) >0 = f(x) is convex

Optimality conditions for convex functions:

1. If f is convex & V f(2*) =0 = z* is a global minimizer.
2. If f is strongly convex & V f(z*) =0 = z* is the unique global minimizer.

Gradient Descent Method: mingegrn f(x)

Tit1 = xp — apV f(zg)

— If f(x) has Lipschitz gradient with Lipschitz constant L, then we can choose
the stepsize aj = %

— Convergence rate & complexity.

Newton’s method:
Tp1 = x — V2f(2r) TV f(21)

Subgradient-Method

Constrained optimization
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— Find the KKT conditions, and all the points satisfy the KKT conditions.

— Compute the Lagrange function, dual function, and dual problem.

Lagrangian function:

Lz, A v)=f(z) =D X\ i@ = v @

2= inequality constraint =3 equality constraint

Assume we have m equality and n equality constraints. We also have

n

Lz, A v) = f(z) = > Aei(x) = > vié(x)
=1

i=1
m () ()
Z )\ch(a;) = [)\1 .. )\m] = )\T .
=1 em(T) cm ()
n C1 (J}) a1 (.CL‘)
Zviéi(x) =l ... v : =
=1 em () em ()
So,
() ()
Lz, \v) = f(z)— AT —v'
cm () em ()
A1 U1
forA=| : | eR"andv=|:| €R" If m=n=1, then A\ and v are both scalars, i.e.,
Am Un

L(z,\v) = f(z) — Aer(x) — vér (o)

Homework # 5 Problem 4:

1
minimize||z||3 subject to 17z = 2, 1= [ ]
TER™ 1

Then,
L(z,v) = ||z|2 - (1% - 2)
g(v) = irxlfﬁ(x, v) = ilgf |2]|2 — v(1"x) 4+ 2v
Notice that

ViLl(z,v) =2z —vl
V2L(z,v) =2 = L(z,v) is strongly convex in

= critical point should be the unique global minimizer.

VoLl(z,0) =22 —vl =0 = 2* = %1
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So

g(v) = L(51,0) = 513 - v (17 (51) - 2)
=20 — U;

Then, the dual problem is

max2v — —
v 2
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